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How did we end here? Timel="

business grows (merger)
demand for data grows
methodology and tooling changes

- Missing lineage

- Missing semantics

- Missing collaboration
- High lead times

- Limited quality

determined by architecture,
hyperparameters, or optimizer
choices. It’s determined by your
dataset, nothing else”

James Betker
Research Engineer, Open AI



https://www.youtube.com/watch?v=IvhtTu9CTAU
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Asset and Task based orchestration: Chocolate cookie example
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Asset based orchestration
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Is this asset older then 6 hours?
If yes notify me
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cookies
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Advantages of asset-based orchestration:

chocolate Is dependency asset ready and

- Asset testin
- not older then 12 hours? g

- Asset freshness

- Asset dependecy graph with granular declarative
scheduling approach



Core data platform

table 4

Source data: Time / Data readiness

- Kafka
- Files

- Database systems
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New enabled concepts

Asset based graph
Metadata driven pipeline creation
Reusable Components

feat/add-table...

Catalog > All assets > my_first_extract_dataset O P Newinbranch  External Asset

Overview Events Checks Lineage Insights

+, Materialize all (5) =~
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Machine-readable metadata pipeline generation
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Global Ass g
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» [ dp-samp T_‘ " ‘ . .

» @ data_g

» [@ data_g

tableau server = TableauServer(creds)

» @ data_|
» @ data_

» @ defaull

tableau metadata = tableau_ server.get metadata()

g list of _assets = []

® ‘ ] for each_tableau object in tableau metadata:

): tableau object deps = each tableau object.deps
metadata = collect metadata() tableau object name = each tableau object.deps

if each_tableau_object.type == extract_datasource:
list of assets = [] @asset(

for each_metadata node in metadata: name = tableau_object_name,
deps = tableau_object deps

@asset )
jef asset(): ef refresh_extract(tableau server):

tableau_server.refresh_extract(tableau_object name)

) list of_assets.append(run_dbt_asset)
list of assets.append(asset) i

@asset(name = tableau object_deps)
Definitions(assets = list of assets) def asset():

list of assets.append(asset)

Definitions(assets = list of assets)




Reusable components

- Define once, test & reuse

- Resources = Encapsulate complex logic to interact with external systems
- 10 manager = Make complex |0 interactions substitutable & testable
- Benefits

- Dependency injection

- Day 1 productivity: Scale the data pipeline down to a single laptop

- Increase self-service: Business/DS focus not required to handle complex IO

@asset(
io_manager key="bigquery io manager",

awesome_ml_model (context, reference_addresses: pd.DataFrame, bigquery: BigQueryResource) -> pd.DataFrame:

context.log.info(f"from source: \n{reference_addresses.head()}")

with bigquery.get client() as client:
job = client.query(“"select * from example.upstream™)
query_result = job.result().to_dataframe()
context.log.info(f"direct query: \n{query result.head()}")
return pd.DataFrame({"foo": [1,2,3]})




Observation

Another Sales Marketing
Data team data team business unit business unit
* Process is straight forward: ingest, transform, use
* Everything we do - we do for business to provide better l a |
service

* Hard to scale across company

e Dividing people into develop framework and use
framework groups

e Thinking building blocks

e Introduce modern tooling supporting software
engineering practices: dbt, dagster, pixi, docker

e Introduce new processes, modeling and metadata

tooling for better governance
template

project

Data
platform
team
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Advanced: Configurable execution environment L

AS Cm

b

Supply Chain
Intelligence

Science
| ]
| Institute Austria

e Supply Chain data analysis from
massive unstructured web crawl data

e Runaway expenses on DBR Databricks

(scalable compute) S3 Storage

Fix:

* Configuration-only change e G ]

* Modify execution environment
DBR --> EMR + local

EMR

Local server

Research (duckdb

rchestrator !
0 c(D:sstera) e polars, RAPIDs GPU)
s Metadata data catalog

(Open Metadata)

Pyspark

local compute (dev)
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Results

43% Cost Reduction
Software Engineering practices
Future proof flexibility

Single pane of glass for pipelines

Ease of Use

High

Medium

Low

Joint solution
Mix best in breed

EMR

OSS pySpark

Medium

Overall Cost

*

Itlooks crazy
butit’s just
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Takeaways

* Integrated asset-based graph is key (from ingest, transformation, reporting, tests — to Al)

e Event driven connection

e Better collaboration (scaling)

e (Can enable execution environment re-targeting in advanced cases
* Software engineering principles enable business self service

e Blueprint

e Automate all the things: CI/CD (stateful & stateless)

e DRY: build tested foundation — dependency injection

e Make business departments part of the key processes and pipelines
» Executable specification (metadata, contracts)

e [Interface Mangement

* Preserve semantics

* Preserve compliance (security classification, PII, retention)



Explore for yourself!

<> Code (@ Issues 9 Pull requests ® Actions

O I-mds / local-data-stack

local-data-stack Pubiic

¥ main ~ ¥ 1Branch © 0 Tags

[ Projects @ Security |~ Insights €3 Settings

Q Gotofile

Q geoHeil upgrade deps and add instructions (#5) @@

B doc

W img

B {{ cookiecutter.project_slug }}
[ .gitignore

() README.md

3 cookiecutter.json

Y pixilock

O pyproject.toml

¥ yamllintconfig.yaml

upgrade deps and add instructions (#5)
add featured image

upgrade deps and add instructions (#5)
Adjust template in pixi.lock (#3)

add instruction for starting the stack
initial

upgrade deps and add instructions (#5)
upgrade deps and add instructions (#5)

initial

Data platform is team work and

<2 Edit Pin

Add file

8e5d66f - 2 week

[dagster-tableau] Exploring embedded data sources #27218 [ tow s |
maximearmstrong merged 8 commits intqii. > YouTube

Q) Conversation 22 -0- Commits 8 B d
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>

VenkyRules commented on Jan 20
Y * YouTube

Summary & Motivation

1. Current implementation was fetching limitg
few more fields like upstreamTables and d3|
2. Earlier we were only showing published daf
embedded data sources in case published {

How | Tested These Changes

Tested on local system with the help of docker

Pixi powering
Telekom data cloud

Aleksandar & Georg | 2025-01-31

1

E} VenkyRules added 3 commits last month > <

o %% adcing code to fetch more metadata FEIEINIEIEY@) T
— . - ufln

o 9% removed comments ( y Georg Heiler

0 9.9 removed extra lines

Pixi powering Telekom data cloud — Show & Tell — January 31th, 2025

u vercel  bot commented on Jan 20 - edited ~ {ﬂ prefix @ b4 GP 7 Share L Download
A 4 14 A ¥

Scaling data pipelines @Telekom

Pixi powering Telekom data cloud

Declarative Execution
In-depth explanation

we are very proud and excited about the journey ahead


https://www.youtube.com/watch?v=GX508If6ol0
https://www.youtube.com/watch?v=Z0M8h0xeHRM
https://youtu.be/X5cCigmNH_4?si=DlN8MOicQq9hu5Ij&t=644
https://georgheiler.com/post/paas-as-implementation-detail/
https://georgheiler.com/post/paas-as-implementation-detail/
https://georgheiler.com/post/paas-as-implementation-detail/

	Standardabschnitt
	Slide 1: Scaling data pipelines  dependencies to strenghts
	Slide 2: There is a chaos out there
	Slide 3
	Slide 4
	Slide 5: Asset and Task based orchestration: Chocolate cookie example
	Slide 6: Asset based orchestration
	Slide 7: Core data platform
	Slide 8: Understanding tool silos
	Slide 9
	Slide 10: Machine-readable metadata pipeline generation
	Slide 11: Reusable components
	Slide 12
	Slide 13: Advanced: Configurable execution environment
	Slide 14: Results
	Slide 15
	Slide 16: Data platform is team work and we are very proud and excited about the journey ahead

	Backup moved down
	Slide 17
	Slide 18
	Slide 19: Having a data platform team doesn’t mean that your platform scales
	Slide 20: I fear that what we build is very hard to push into the business units
	Slide 21: Break the silos with the building block
	Slide 22: Multi-project setup is a challenge!
	Slide 23: Modeling and governance are keys for success
	Slide 24: Understanding data platform vendor war 
	Slide 25
	Slide 26: Dagster as the core of the platform

	Backup Slides
	Slide 27: Scaling data pipelines @Telekom
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32: Advantages over old system (conda)
	Slide 33: Principles
	Slide 35: About Georg
	Slide 36: Agenda


